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https://www.youtube.com/watch?v=MEjsmEUGEIM



https://www.youtube.com/watch?v=ehnyyT8Kyms https://www.youtube.com/watch?v=7D-FHaaShvM https://www.youtube.com/watch?v=UQGAIb_hss8
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Autonomous Navigation

Goal location —

Start location



Autonomous Navigation
by local search Goal location —¥

Think of our robot’s navigation
as the motion of a marble

N

Start location



Autonomous Navigation
by local search Goal location —¥

\

Potential field

https://www.youtube.com/watch?v=N_m4E0X1Unk K\,

Start location



https://www.youtube.com/watch?v=N_m4EQ0X1Unk
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https://www.youtube.com/watch?v=N_m4E0X1Unk



Course recap to now



Understand foundational Al algorithms
and implement them in code

Project 4:
Neural
Networks
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[] Program Structure
[[] Compile/Execute
[] Operators

[] Data Types

[T Variables

[[] User Input/Output
[[] Functions

[[] Branching

[] iterators

[] Vectors

[] Sstructs




Project 1:
Wall
following

[7] Bang-Bang Control

[[] Find Minimum Distance
[7] Convert Polar to Cartesian
[7] Cross Product

[] Vector Sum




Project 1:
Wall
following

[7] Bang-Bang Control

[[] Find Minimum Distance
[7] Convert Polar to Cartesian
[7] Cross Product

[] Vector Sum

[] Address noise

My team keeps encountering issues while
rounding corners. The thought is that it's
rounding the corners too wide and then

no longer sensing the corner as the
nearest point. We tried messing with the
margins to no avail. Any thoughts?




Project 1: M ing | i
. _ y team keeps encountering issues while
Wa" D Ban 9 Ban 9 Control rounding corners. The thought is that it's

fOllOWing D Find Minimum Distance rounding the corners too wide and then

no longer sensing the corner as the

nearest point. We tried messing with the

D Convert POIar to CarteSian margins to no avail. Any thoughts?
[7] Cross Product

[] Vector Sum of the real world

Noise is just a part

Filtering offers one
way to deal with noise

Noise in this case due
to outlier reading

Keep running average
of robot direction




Project 1:
Wall
following

[7] Bang-Bang Control

[] Find Minimum in Vector
[7] Convert Polar to Cartesian
[7] Cross Product

[] Vector Sum

Project 2:
Potential
Fields

Autonomous
navigation to a
goal location



Project 1:
Wall
following

[7] Bang-Bang Control

[] Find Minimum in Vector
[7] Convert Polar to Cartesian
[7] Cross Product

[] Vector Sum

Could our
wall follower
havigate to a

goal location?



Could our
wall follower
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Probably not.



Could our
wall follower
havigate to a

goal location?

Probably not.

What options do we have
for navigating our robot?



- What options do we have
OE—— for navigating our robot?

Just move randomly



- What options do we have

Just move randomly

for navigating our robot?

Random walk algorithm

Pick a Move in
random selected
direction direction



- What options do we have
OE—— for navigating our robot?

Just move randomly
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OE—— for navigating our robot?
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- What options do we have
OE—— for navigating our robot?

Just move randomly

Robot that moves randomly ?



- What options do we have
OE—— for navigating our robot?

Just move randomly

Any benefits to random motion?



- What options do we have

Just move randomly

for navigating our robot?

+ Cheap
+ Simple
+ Robust

(works in many houses)

- Slow

(will take a loooong time)



- What options do we have
OE—— for navigating our robot?

Follow wall to goal



- What options do we have
OE—— for navigating our robot?

Bug algorithm

Follow wall to goal

\[e}

Move Obstacle
towards the
goal

Collision

End program




Goal location —

—

Start location

If straight line path to goal,
Just move in that direction

Bug algorithm

\[e}

Move Obstacle
towards the
goal Collision

End program
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What happens if we encounter

an obstacle ?

/

Obstacle 1

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program



Follow wall until there is
a line to the goal

Bug algorithm

Obstacle 1

\[e}

Move
towards the
goal

Obstacle

Follow wall

Collision

End program




Once a line to goal is available,
Move towards goal again

Obstacle 1

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program
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Obstacle 2

Follow wall until there is
a line to the goal

Obstacle 1

Bug algorithm

\[e}

Move Obstacle
towards the Follow wall
goal Collision

End program



Once a line to goal is available,

—e Move towards goal again
Obstacle 2 Bug algorithm
Obstacle 1 No
Move Obstacle
towards the H
goal Collision




Obstacle 2

End when goal is reached

Obstacle 1

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program



Obstacle 2

End when goal is reached

Obstacle 1

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program



- What options do we have
OE—— for navigating our robot?

Follow wall to goal

Robot that moves like a bug ?



- What options do we have
OE—— for navigating our robot?

Follow wall to goal

Any benefits to bug motion?



- What options do we have

Follow wall to goal

for navigating our robot?

+ Simple
+ Reliable

(reacts to its current situation)

— Known goal location

(assume we have GPS)

- Forgetful

(reacts to its current situation)



Obstacle 2

Obstacle 1

Suppose we add an obstacle

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program




Obstacle 3

- How would the result change ?
\

Obstacle 2 Bug algOrithm

Obstacle 1 No

Move Obstacle
towards the
goal Collision

End program




Obstacle 3

Obstacle 2

This program in this environment
will never end

Obstacle 1

Bug algorithm

\[e}
Move Obstacle
towards the
goal Collision

End program



What options do we have
OE—— for navigating our robot?

This program in this environment
will never end

Follow wall to goal

\[e}

Move Obstacle
towards the
Collision

goal
End program




Build a map to guide us

Project 2:
Potential
Fields

Autonomous
navigation to a
goal location



The map could express a hill:
O potential energy to the goal

Robot navigates like a marble:
follows map potential to the goal

Build a map to guide us

https://www.youtube.com/watch?v=UQGAIb_hss8



Build a map to guide us

Project 2:
Potential
Fields

Autonomous
navigation to a
goal location



Project 2:
Potential
Fields

Autonomous
navigation to a
goal location

[] Build map of environment

[] Form attraction potential to goal

[] Form repulsion potentials away from obstacles
[] Add potentials together into potential field

[7] Local search over potential field to navigate

v\\Assume robot is like a marble.
It will follow your course



Project 2:
Potential
Fields

Autonomous
navigation to a
goal location

You have to build the course

[ Build map of environment ¥/ '\
[[] Form attraction potential to goal g\
[] Form repulsion potentials away 'fo bstacles
[] Add potentials together into potential field

[7] Local search over potential field to navigate

vg\Assume robot is like a marble.
It will follow your course



Project 2:
Potential
Fields

Autonomous
navigation to a
goal location

Use SLAM to build map

[] Build map of environment ¥

[] Form attraction potential to goal

[] Form repulsion potentials away from obstacles
[] Add potentials together into potential field

[T] Local search over potential field to navigate



Remember our first week of class



SLAM

Simultaneous Localization and Mapping

Real robot pose Localized robot pose

) ) Robot map

T Occupied

space
in black

. Free space
\ in white
Unknown
Real world SLAM ovutput in grey



Understand foundational Al algorithms
and implement them in code

as Graphs and Graph algorithms

Project 2: Project 3:
Potential A*
Fields Pathfinding



<4

Color+Depth Camera

‘\

Laser Rangefinder









Michigan Robotics 367/511 - autorob.org



EECS 467 - Winter 2021 - Enclosure Escape Assignment - Ko et al.
https://www.youtube.com/watch?v=mZtdOlbTbvU&list=PLDutmfAv2IfZc2DQVNHfNODWsokz850JA&index=14



Michigan Next Generation Vehicle (Olson, Eustice, et al.)



Michigan Next Generation Vehicle (Olson et al.)



Be careful !!!
KiMBot SLAM is susceptible to noise —

—

Real world SLAM outp -



Robot map is stored as an image
and represented as a graph

Real world SLAM ovuiput



Robot map is stored as an image
and represented as a graph

Real world SLAM output



Robot map is stored as an image
and represented as a graph

Real world SLAM output



Robot map is stored as an image
and represented as a graph

A vector of cells over
robot locations




Robot map is stored as an image

and represented as a graph

A vector of cells over

robot locations

Every cell has a
node in the graph




Robot map is stored as an image

and represented as a graph
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A vector of cells over
robot locations

Every cell has a
node in the graph

the cell



Robot map is stored as an image
and represented as a graph
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Potentials can
express the
navigation cost

[] Form attraction potential to goal
[] Form repulsion potentials away from obstacles

| D Add potentlals toge_thern of a node
Raianand
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Assume robot is navigating to a
given goal location

What

could . cost
look like at
each node ?
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High cost at
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Low cost at goal
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Assume robot is navigating from a
given start location




Assume robot is navigating from a
given start location




Search locally for next best move
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Search locally for next best move

82
82 ' 80
82

Neighbor node
with lowest
potential




Search locally for next best move




Search locally for next best move
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80 78
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Neighbor node
with
lowest cost




Search locally for next best move
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Search locally for next best move
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Neighbor node
with
lowest cost
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Search locally for next best move
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Search locally for next best move
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Search locally for next best move
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66 64 62
v
62

A neighbor
node with
lowest cost
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Search locally for next best move
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Search locally for next best move
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Search locally for next best move

Forwarding
ahead...




Search locally for next best move

90 | 44 | 42

44  42-140]

46 | 44 | 42

A neighbor
node with
lowest cost




Search locally for next best move

Forwarding
ahead...




Search locally for next best move

Forwarding
ahead...




Search locally for next best move

6 | 4| 6

A neighbor
node with
lowest cost




Search locally for next best move

What should
happen now ?




Search locally for next best move

Stop search
when no
neighbor has a
lower cost




A local search
algorithm

_ Fit?gno Move in
Build a map to guide us | {vestcos - drection

At lowest cost
End program




Build a map to guide us

Potential Field
Navigation

Compute 2D
vector away from
obstacles

Sum vectors
into control
command

Compute
2D vector to
goal

Move in
control
direction

No movement

End program



How do we do this ?

C— Potential Field
\ | Navigation

Y Compute 2D Sum vectors
* | vector away from into control
obstacles command
Compute Move in

Else

Build amap to guide us | "™ dractior

No movement
End program




Upcoming: Distance Transform

o o /[ Potential Field
\ | Navigation

Y Compute 2D Sum vectors
* | vector away from into control
obstacles command
Compute Move in

Else control

BUiId a. map tO QUide US QDVQGS:I)”O direction

No movement
End program




Autonomous Navigation:
- Local Search
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